
What happened at IPAM?

(one mathematician’s view)

Amie Wilkinson

Mathematics, University of Chicago



Who am I? 

My research lies in the area of smooth dynamical systems and is 
concerned with the interplay between dynamics and other 
structures in pure mathematics -- geometric, statistical, 
topological and algebraic.   
 

I’d like to tell you 
about particle 
accelerators

Sergei Nagaitsev (Fermilab)

One day, about 4 years ago…



Friends (new and old)



We organized a workshop



IPAM was founded in 2000 by Mark Green, Tony Chan, and Eitan Tadmor as an NSF 
Mathematical Sciences Institute with a grant from the NSF Division of Mathematical 
Sciences.   Over 2,000 visitors per year attend its workshops, long programs, student 
research programs, summer schools, and other programs.

http://www.mathinstitutes.org/
http://www.mathinstitutes.org/


Goals of workshop

To try to formulate problems from accelerator dynamics as 
mathematical problems, to interest more mathematicians.

For mathematicians to learn about accelerator physics, 
and for physicists to learn some relevant mathematical 
developments.

To start to develop a common language between 
mathematicians (many of them “pure”) and accelerator 
physicists.

Sort out computational from theoretical problems and 
explore their interface.



Speakers

Enrico Allaria (Elettra Sincrotrone Trieste) 
Rafael de la Llave (Georgia Institute of Technology) 
Diego del-Castillo-Negrete (Oak Ridge National Laboratory) 
Alex Dragt (University of Maryland) 
James Ellison (University of New Mexico, Mathematics and Statistics) 
Gianluca Geloni (European XFEL) 
Marian Gidea (Yeshiva University) 
Zhirong Huang (Stanford University) 
Konstantin Khanin (University of Toronto) 
Kwang-Je Kim (University of Chicago) 
Ryan Lindberg (Argonne National Laboratory) 
Tere Martinez-Seara (Universitat Politecnica de Catalunya) 
James Meiss (University of Colorado Boulder, Mathematics) 
Konstantin Mischaikow (Rutgers University New Brunswick/Piscataway) 
Warren Mori (University of California, Los Angeles (UCLA), 
Sergei Nagaitsev (University of Chicago) 
Claudio Pellegrini (SLAC National Accelerator Laboratory) 
Leonid Polterovich (Tel-Aviv University) 
Sven Reiche (Paul Scherrer Institut, GFA) 
David Rubin (Cornell University) 
James Sethna (Cornell University) 
Luis Silva (Instituto Superior Tecnico, University of Lisbon) 
Gennady Stupakov (SLAC National Accelerator Laboratory) 
Yine Sun (Argonne National Laboratory)



Outcomes

64 participants.
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http://www.ipam.ucla.edu/programs/workshops/beam-dynamics/?tab=schedule

The conference: comments from 
participants.

This is the first attempt of meeting particle beam dynamics with 
mathematician, and was successful.  The experience will help to fine-tune the 
workshop organization in the future. 

The speaker are famous experts on our fields. But the problem is they do not 
have enough time to reveal the beautiful and interesting details in their 
researches, but I understand this is impossible to overcome because this is 
one week workshop, not one month. 

I have to say the slice of the fruits on the breakfast is too large.  If they can be 
cut one or more times, that would be great.

Joint Physics/Mathematics workshops of this kind meet a real need for cross 
fertilization.



Broad Themes

Measurement and detection: how do we “define” 
aperture?  How do we determine actual strength of 
magnets (e.g. sextupoles).

Prediction and design:  Is it possible to determine 
dependence on parameters more explicitly to avoid 
heavy use of Monte Carlo methods?  Rings and FELs 
“by design”?

Optimization: Everyone uses genetic algorithms.  Are 
they “all that?”  What other optimization techniques 
better suited to the physics might be used?



THE TALKS



Particle accelerators in science and 
technology: status, future developments and 

challenges
Claudio Pellegrini, SLAC 



Three Beam Dynamics Problems

Kwang-Je Kim (Argonne and Chicago)

He only got to ask one of the three questions (bad?).

Speakers were constantly interrupted (good?).

VARIABLES AND EQUATIONS
� Variables: 

– “Time” : z
– Position:                    
– Momentum:

� Electron motion:

� Klimontovich density: 

� Continuity:

� Maxwell (Gauss-Poisson) equation for the longitudinal electric field E
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PERTURBATION SCHEME 
� Decompose f into smooth background and the rest:

– ଴
– ଴: smooth background, treat as the zeroth order:

– : high frequency part, regarded as the first order 

– Source of E is  Æ thus E is of the first order
� K-M equations become linear in E and   :

� Introduce Fourier transform in   and Laplace transform in z:

� K-M equations become algebraic, containing the initial conditions ௞(
Solve them and perform the inverse Laplace transform.
� These steps are identical to the perturbation analysis of Vlasov equations! 
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Slides 4 and 5 of his talk (25 slides)



Integrable Dynamical Systems in Particle 
Accelerators 

Sergei Nagaitsev (University of Chicago)

Confirmed what we mathematicians already know:

Magnetic monopole
• The nature of cathode rays was not understood in 1896, 

which were “discovered” to be electrons by J.J. Thomson in 
1897 (in experiments with Crookes tubes and magnets). 

• In 1896, before the Thomson’s discovery, Poincare has 
suggested that Birkeland’s experiment can be explained by 
“cathode rays being charges moving in the field of a magnetic 
monopole”
– He wrote a brilliant paper in 1896, proving that charge motion in 

the field of magnetic monopole is fully integrable (but 
unbounded).

S.  Nagaitsev, 
Jan 23, 2017
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Electric Charge in the Field of a Magnetic Pole
• Magnetic pole – “end” of a semi-infinite solenoid
• In 1896, Birkeland reported studies of cathode rays in a 

Crookes tube when a strong, straight electromagnet was 
placed outside and to the left.

• The nature of cathode rays was not yet understood
S.  Nagaitsev, 
Jan 23, 2017

2

H. Poincaré is the source of everything that is good in this world.



Applications to undulator wakefield and tapering 

x-rays e-beam 

• Undulator wakefield is an important source of time-
dependent energy loss 
 
 
 
 

• Compensate the average energy loss by tapering undulator 

• Reverse taper (increasing K) is very useful for certain 
applications 

x-rays e-beam 

no wake with wake 

• Tapered undulator keeps FEL resonance and increase 
power  Energy LOSS?  Really?

Zhirong Huang (Stanford University)

Solving High-Gain FEL systems using Van 
Kampen’s Normal Mode Expansion 



The talk that didn’t happen

Leonid Polterovich (Tel Aviv)

Symplectic topology and Hamiltonian dynamics

Leonid Polterovich, Tel Aviv

IPAM, January 2017

Leonid Polterovich, Tel Aviv University Symplectic topology and Hamiltonian dynamics



THE CONTENT



Deformations of elliptic, linear symplectic maps in 4D/6D

How to measure aperture and emittance: symplectic 
geometry, normal forms, Lie methods:  Sethna, Rubin, 
Seara, Polterovich, Meiss

Both of these are perturbative.  Stability and instability 
(e.g., Nekhorosev) beyond the perturbative regime: 
Khanin (Aubry-Mather), Polterovich (Hofer metric) 

Best methods for simulation, leveraging symplectic 
geometry, topology and Lie algebra methods: de la 
Llave, Gidea, Rubin, Dragt, Mischaikow 

KAM: de la Llave, Meiss
Arnol’d Diffusion: Gidea

Single particle dynamics (storage rings)



Single particle dynamics (storage rings)

Integrability and near-integrability

Sethna: Approximation of chaotic maps by integrable  
ones (away from resonance?)

Polterovich: Non-possibility in general (but unknown 
within realm of physically possible ones) .  Gives a 
method for measuring distance from integrability.

Nagaitsev: Possibility to design from scratch (IOTA) 
nonlinear integrable systems with nice properties.



Vlasov equations warmup
Collective effects arise when bunches are dense (Debye length

blah blah).  Model bunches by measures.
't = flow on a space.

m = probability measure on that space.

Consider the equation: 't⇤m = mt

Obvious solution:

m
t

=
1

N

NX

j=1

�
�t(xi)

In fact you can do this for any 
initial condition m.

Convergence of solutions? Yes, in the Wasserstein distance.
Easy!



Vlasov equations
Now add feedback mechanism (loop) so that the measure 
itself affects vector field and consider Hamiltonian system.

H(q, p, t) =
1

2

NX

j=1

|pj |2 + �(q, f)

't⇤m = mt becomes:

p
@f

@q
� d�

dq

@f

@p
+

@f

@t
= 0

d

dt
f(q, p, t) = 0

mt = f(q, p, t)|dp ^ dq|

Convergence of solutions? Yes, still.



Vlasov-Maxwell equations
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A Collective Description of Electron Interactions: II. Collective vs Individual
Particle Aspects of the Interactions

DAVID PINES
Sanda/ Morgan Laboratory of Physics, University of Pennsylvania, Philadelphia, Pennsylvania

AND

DAVID BOHM
Palmer Phys& al Laboratory, Princeton University, Princeton, Em Jersey

(Received September 28, 1951)

The behavior of the electrons in a dense electron gas is analyzed
in terms of their density Quctuations. These density Quctuations
may be split into two components. One component is associated
with the organized oscillation of the system as a whole, the
so-called "plasma"' oscillation. The other is associated with the
random thermal motion of the individual electrons and shows no
collective behavior. It represents a collection of individual elec-
trons surrounded by comoving clouds of charge which screen the
electron Gelds within a distance of the order of magnitude of the
Debye length. This split up of the density Quctuations corresponds
to an effective separation of the Coulomb interaction into long-
range and short-range parts; the separation occurs at roughly the
Debye length.
The relation between the individual and collective aspects of

the electron gas is discussed in detail, and a general physical
picture of the behavior of the system is given. It is shown that for
phenomena involving distances greater than the Debye length,
the system behaves collectively; for distances shorter than this
length, it may be treated as a collection of approximately free
individual particles, whose interactions may be described in terms
of two-body collisions.

This approach is used to study the interaction of a specihed
electron with the remainder of the electron gas. It is shown that
the collective part of the response of this remainder to the Geld
of the speciGed particle screens this Geld within a distance of the
order of the Debye length; this furnishes a detailed description of
the screening process. Moreover, if the speciGed particle moves
with greater than the mean thermal speed, it excites collective
oscillations in the form of a wake trailing the particle. The fre-
quency of these collective oscillations and the energy emitted by
the particle are calculated. A correspondence theoretical method
is used to treat this phenomenon for the electrons in a metal. The
results are in good agreement with the experiments of Ruthemann
and Lying on the energy loss of kilovolt electrons in this metallic
Glms.
The generalization of these methods to an arbitrary inter-

particle force is carried out, and a criterion is obtained for the
validity of a collective description of the particle interactions. It
is shown that strong forces and high particle density favor col-
lective behavior, while high random the'rmal velocities oppose it.

L INTRODUCTION

N this paper we wish to develop a detailed physical
- - picture of the behavior of the electrons in a dense
electron gas. We do this with the aid of a collective
description of the particle motion. In a previous paper,
hereafter referred to as I, we used a collective descrip-
tion in treating the organized behavior of the electrons
resulting from the transverse electromagnetic inter-
actions. This was done by means of a canonical trans-
formation to a set of collective coordinates which were
appropriate for a description of the organized behavior.
In the present paper, we are concerned with the or-
ganization produced by the Coulomb interactions, which
are far more important quantitatively than the trans-
verse electromagnetic interactions. We stress the
physical picture of thc clcctI'on bchRV1OI' helc bccRusc
it is essential for the proper development and under-
standing of the necessary mathematical formulation.
In a subsequent paper we shall extend our results to the
quantum theory by developing the canonical trans™
formation for the Coulomb case in a manner similar to
that given in I.
In a dense electron gas, the particles interact strongly

because of the long range of the Coulomb force; in fact,
each particle interacts simultaneously with all the other
*'Now at Physics Department, University of Sao Paulo, Sao

Paulo, Brazil.' D. Bohm and D. Pines, Phys. Rev. 82, 62$ (t9$t).

particles. As a result the equations of motion become
extremely diKcult to solve. The usual perturbation
theory solution based on the assumption of a small
1nteI'Rctlon bctwccn pai1s of pRrtlclcs bI'cRks down. As
was the case in I, a collective description provides a far
better starting point for a solution than a description
in terms of the individual particles. For the collective
description makes possible a simple method of treating
the simultaneous interaction ot many electrons (as
opposed to the individual particles approach which
gives a simple method ot treating two-body collisions).
Certain examples of collective behavior in an electron

gas are well known from the study of gaseous discharges.
These are the organized oscillations of the system as a
whole, the "plasma" oscillations. 2 3 These oscillations
have been studied theoretically with the simplifying
assumption that the gas is composed of a distribution
of beams of charge, each beam having a well-de6ned
velocity at each, point in space. &~ This approach,
although it gives many useful and instructive results
concerning the oscillations, represents an excessive ab-
straction which is not capable of describing many other
important aspects of the organized behavior in the gas.
~ L. Tonks and I. Langmuir, Phys. Rev. 33, 195 (1929).
3 H. J. Merrill and H. W. Webb, Phys. Rev. SS, 1191 (1939).
4 A. Vlasov, J. Phys. (U.S.S.R.}9, 25, 13Q (1945}.
5 D. Bohm and K. P. Gross, Phys. Rev. 75, 1851 and 1864

(1949);Paper A discusses the origin of medium-like behavior, and
gives many references to the earlier work on plasma oscillations;
Paper B deals with the excitation and damping of oscillations.
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Vlasov-Maxwell equations

Potential is electromagnetic field.  Continuity equation becomes  
(via Lorentz):

Hamiltonian can be replaced by Maxwell equations:
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r · E(q, t) =
e

✏0

Z
f(q, p, t)|dp|

@f

@t
+ p

@f

@q
+ e(E + p⇥B) · @f

@p
= 0

r⇥B(p, t) =
1

c2
@E(q, t)

@t
+ eµ0

Z
f(q, p, t) p |dp|.

Gaussian (Maxwellian)                            is “trivial solution.” f0(q, p, t) = g(p)

etc.



Perturbative method for solving V-M

Solve linearized system using Fourier methods.

Then solution “should be” a good approximation by 
convergence methods (if you had solved the original equations, 
but you didn’t…)

FEL, XFEL, ….. (Kim, Huang, Lindberg, Stupakov, Ellison)

Perturbative method: write solution as                     .f = g0 + ✏f̂

Remove terms of order      to obtain linearized system.✏2



V-M and magnetic confinement

Mean field models: D. del-Castillo-Negrete.  Considers 
Vlasov equation for uncoupled harmonic oscillators  
driven by mean field energy (“Single Wave Model”), 
studying different initial conditions.  Shows how fine 
structure (dipole dynamics) can be preserved when 
continuum limit is chaotic, an effect he calls “self-
consistent chaos.”

ROTATING DIPOLE COHERENT STRUCTURES AND
SELF-CONSISTENT CHAOSSelf-consistent chaos and coherent structure!
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Rotating coherent!
dipole!

Poincare section!
of time periodic!
self-consistent!
mean-field!

Coherence !
maintained by 
KAM surfaces!



(A sample of) questions that came up.

Is there a better way to calculate dynamic aperture?
Can we measure magnet parameters experimentally? 
(Rubin)

Is it possible to effectively implement a useful integrable 
nonlinear system? How to tune existing systems to get better 
integrability? (Nagaitsev, Sethna)

Can we use ‘shadowing’ ideas to estimate particle beam 
loss? (Gidea)

Can symplectic invariants (e.g. capacity) be used to
effectively calculate quantities like emittance?  (see
work of B.Erdelyi).  (Polterovich)



Limits of genetic algorithms — how stable is this form of 
optimization? (Lindberg)

Can one derive large-N limit of interacting Coulomb particles, 
effective for both continuum and particle-level effects? 
(Sethna)

How do we measure the spread of beam
emittance caused by Coulomb repulsion? What is the source 
of the nonzero Lyapunov exponents? (Polterovich)

Can we write algorithms that better exploit the symplectic 
nature of these problems? (de la Llave)

(A sample of) questions that came up.



Can one develop a (nonperturbative) theory of the saturated 
(i.e. nonlinear) regime for free electron lasers? (Huang)

Can we develop a reliable, useful model of non-linear 
saturation in FEL? (Lindberg)

What can we say about binary collisions of particles (coupling of 
short-wavelength bits)? (K-J Kim)

Can we rigorously justify the perturbative argument? (K-J Kim)

(A sample of) questions that came up.


